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P2P Grid Architecture I
n “Everything electronic” is a resource

• Computers
• Programs
• Data (from sensors to this presentation to email to databases)
• People

n Resources are labeled by XML
• URI from URL (location) to URN (property tag)
• Metadata
• Software Interfaces
• Personal Information

n XML Interfaces may be “virtual”
• Define in XML but “compile” to optimized form for

performance functionality accessibility trade-offs
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P2P Grid Architecture II
n Nearly all resources have a web interface

• Including people and software components
• All resources have natural GUI from browser

n Everything is an Object (as opposed to or in addition to
being a table or an array)

n Objects have well defined interfaces which can and
should be standardized

n Essentially all resources connect with messages which
must also have a possibly virtual XML specification
• This includes resources (such as functions) running in same

memory space
• As well as the more obvious coarser grain web applications
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Some Research Issues for P2P Grid
n What happens to programming languages when data structures

are defined in XML
n How do we manage a sea of virtual XML?

• Register, find and link objects
• This is “distributed operating system of the world” ?

n What happens to databases when everything is an Object defined
in XML and transformed by Java?

n How and when do we compile virtual XML
• Convert slow XML message to super fast method call on stack

n How do we implement services such as Security and collaboration
over a range of grain sizes

n Supporting all “grain sizes” we get some sort of dynamic fractal
world  which looks like XML objects exchanging XML messages
at all scales
• Not well supported by centralized services (P2P problem)

n Semantic Grid: as metadata increases, objects link together
forming  digital brilliance – a phase transition in information
space
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Role of Web Services
n Define interfaces of web applications so that computer-computer

interactions are enabled
• Defines virtual XML for all system and application services

n WSDL is XML versions of Class and Method definitions
n SOAP is XML version of message
n UDDI or WSIL catalogs WSDL based services enabling precise

linkage of them
n WSFL and WSCL are candidate linkage languages
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WSDL interfaces

WSDL interfaces
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Converting a Portal to WSDL
n Gateway (http://www.gatewayportal.org) is a relatively  mature portal

supporting Job submission, management and some visualization for
codes like ANSYS – developed for DoD HPC centers

n Already used XML to define interfaces
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WSDL Job Submittal service I
n More details at http://www.gatewayportal.org/  and

http://aspen.ucs.indiana.edu/ptliu/gatewaywsdl

Arguments and return (as
messages)
Of two RPC methods in Gateway
– should standardize

…………………………………………………………………………………………………….

(abstract) portType
without binding to
Transport or Address
operation "  method
Define RPC like
methods with in and
out parameters



ipgdec5-01ipgdec5-01

WSDL Job Submittal service II

Binding asserts operations implemented with SOAP 
over HTTP protocol

Two (sample)
methods

input and output
defined by
portTypes
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WSDL Job Submittal service III
n Define WebFlowSubmitjobService with a single port

implementing previous binding at a particular port
n Uses WSDL import syntax to reference previous specifications

Address

Use operations
from this binding

Service
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SOAP and Gateway Portal I
n Having specified service in WSDL, the run-

time is implemented in SOAP
n Here is SOAP over HTTP message from client
n This is execLocalCommand to run one

particular command (ls) on current WebFlow
directory

Specify ls as First argument

HTTP Header

SOAP
Envelope
With body
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n And this is the result
of ls sent back to client
in SOAP over HTTP
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Next Steps in WSDL Portals
n Agree on WSDL Interfaces for important job

submittal and management functions
• Are computers also defined in WSDL – believe so

n Set up UDDI servers to catalog amnd retrieve WSDL
services
• How is this consistent with current Grid Information

Services?

n Set up interoperability test bed
n Build “HPCC compiled” web services
n Look at other computational science applications

• Databases
• NASA/EU SLE (Space Link extension) standard for ground

stations for sensors
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Threaded Discussion/Reporting as a Web Service

n Support email or form based reporting/discussion

Design an
Application
Specific
Schema
Can of course 
process email
as Web service

Testing for
Student reports
And Web site
updates
with report
Web Service
built around
“publish/
subscribe” Web
Service
(later)
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Science as a Web Service
n Build a network of linked web-based applications to

support science
• Simulation, visualization, data-input, data analysis,

publication are web services made up themselves of
smaller web services (like ls in Gateway!)

n Enable “plug and play” of modules so supporting
“Science for the Americas”
• Modules can vary from high end research to K-12

instruction
• Enable a distributed less monolithic approach to

research
• People in network as research colleagues or mentors

n Requires collaborative web services
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Some Science Web Services
n These build on general (community) web services
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Some General Grid Web Services
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Education as a Web Service
n Can link to Science as a Web Service and substitute educational

modules
n “Learning Object” XML standards already exist from IMS/ADL

http://www.adlnet.org – need to update architecture
n Web Services for virtual university include:
n Registration
n Performance (grading)
n Authoring of Curriculum
n Online laboratories for real and virtual instruments
n Homework submission
n Quizzes of various types (multiple choice, random parameters)
n Assessment data access and analysis
n Synchronous Delivery of Curricula
n Scheduling of courses and mentoring sessions
n Asynchronous access, data-mining and knowledge discovery
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Audio Video Conferencing as a Web
Service

n This could be similar to vrvs.org with different ports
corresponding to different protocols

n Use “universal messaging subsystem” to transmit A/V
streams between sources and sinks

SIP or
H323 Web

service

Access Grid
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User Control

Programmatic
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Semantic Grid & Digital Brilliance
n Peer to Peer networks teach us that we can build “small worlds”

where distance between nodes is logarithmic in number of nodes
n Consider a Grid of WSDL services linked (through UDDI)

together
• This is spirit of Semantic web – metadata enables meaningful

linkage
n We do not need to link everybody but only to establish “small

world” routes
n Physics analogies suggest that phase transitions will occur when

“enough” nodes are linked – one will get nodes to align in the
direction of new knowledge

n This suggests ways of quantifying value of metadata induced
linkages and areas where one “should” add more WSDL
specifications



ipgdec5-01ipgdec5-01

Publish/Subscribe as a Web Service
n We can implement messaging subsystem (between WSDL

resources) with either direct messages or by a queued system
where you publish messages to queues and subscribe as receiver
to particular queues
• Natural asynchronous collaboration model which is in fact fast enough

for synchronous collaboration
n There are many different publish/subscribe models

• JMS is a cluster of central servers
• JXTA is a very dynamic Peer to Peer model where pipes are queues and

topics (metadata) are service advertisements
n Implement JMS API with JXTA protocol – different WSDL

bindings here have different fault tolerance/reliability
semantics
• Could use JMS as long distance “carrier” between JXTA peers
• JXTA provides higher performance than JMS for nearby recipients

n Pallickara built an intermediate dynamic GXOS message
broker subsystem
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Collaborative Web Resources
n Collaboration is “just” sharing objects
n What about Collaborative Web Services ?

• You can in some cases do this automatically just by multicasting messages
from service to clients

• This is achieved by service publishing messages and clients subscribing

n Many applications do not expose all state changes
• E.g. when I edit PowerPoint slide, PowerPoint does not tell the world by

sending an (XML) message

n Solved by shared event collaboration model and requires one to
view user interface as a “port” in WSDL sense and treat “event
handlers” (mouseover, click etc.) as messages in WSDL

n Groove Networks does use XML front end to COM interfaces
• More elegantly can use W3C DOM for (the few) documents (SVG is one)

and “universal event handlers”

n Interesting research area


